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EXECUTIVE SUMMARY

Cyber diplomacy has grown steadily for more 
than a decade in the context of increasingly 
urgent international debate about the need for 
responsible state behavior in cyberspace. As our 
lives are lived increasingly online or facilitated 
by digital technologies and the internet—
from the services we consume to the critical 
infrastructure underpinning everyday life—
states have also had to consider the darker side 
of these developments, the vulnerabilities they 
create, and the threat actors that exploit them. 
Conversely, as states compete for strategic 
advantage, they recognize that sovereign cyber 
capabilities can be instruments to pursue 
national strategic objectives.

Foreign ministries have had to become more 
“cyber literate” to meet these challenges, 
participate in global cyber diplomacy, and 
contribute international expertise to the intra-
governmental (and increasingly whole-of-
society) process of shaping national cyber 
strategies. While all foreign ministries face similar 
challenges, they do so in very different contexts 
and with significant variations in capacities 
and resources. While foreign ministries can 
learn from each other in this ongoing process 
of institutional adaptation to new technological 
challenges, each foreign ministry must also 
consider how best to ensure any adaptation is 
appropriate to the national context. The one-
size-fits-all approach to preparing a foreign 
ministry for cyber diplomacy is unlikely to exist.

The field of cyber diplomacy has also contended, 
as we all have, with the increasing turn in global 
public policy conversation toward artificial 
intelligence (AI). The global turn to AI predates 
but has intensified since the November 2022 
launch of ChatGPT—the AI chatbot developed 
by OpenAI. While this conversation did not start 
with ChatGPT, the global public sphere has 
been captivated by the potential implicit in the 
development of AI, particularly with generative 
AI. This has added urgency to preexisting 
debates about regulating and controlling the 
impact of AI research and development. The 
intensified focus of executives, legislatures, and 
other stakeholders has been evident throughout 
2023 and 2024 in activities ranging from 
congressional hearings and preparing executive 
orders, to the hurried convening of multilateral 

and multistakeholder summits about AI safety 
and regulation.

These debates are all connected to concerns 
about AI’s geopolitical impact, including its 
implications for cyber strategy and operations. 
Just as foreign ministries must adapt to the rising 
use of cyber diplomacy, they now must contend 
with the rising prominence of AI diplomacy. Given 
the overlap between the two, foreign ministries 
should reflect on how best to align their AI 
and cyber diplomacy activities and ensure the 
foreign policy implications of AI are considered 
when making and implementing national cyber 
strategies.

AI is a broad field. Recent debates have 
focused on the implications of advances in 
machine learning, especially its generative 
uses. Accordingly, this is the principal focus of 
this paper. The paper frames its contribution to 
these debates by focusing on the institutional 
role of foreign ministries as governments seek to 
address four major questions: 

(1) To what extent is AI interdependent with 
cyber power (in short, the ability of a state to 
achieve objectives in and through cyberspace)? 
(2) Concerning international security, does 
AI promise more advantages to attackers or 
defenders in cyberspace? How does it affect 
the so-called “offense-defense balance” (if that 
is a helpful concept in cyberspace), (3) How 
advances in AI will affect the balance of power in 
cyberspace, and (4) Perhaps the most pertinent 
institutional question for foreign ministries is 
if they should adapt to meet the diplomatic 
and foreign policy challenges posed by the 
interdependence of AI and cyber power? Each 
of these questions merits greater engagement 
than is possible in this paper. The intention is, 
therefore, to use this paper as a starting point to 
further understand the role of foreign ministries 
in whole-of-government efforts to navigate the 
implications of AI for cyber strategy.

The paper argues that AI and cyber power are 
indeed interdependent. This interdependence 
is a striking example of the wider contemporary 
trend in which the prism of geopolitical 
competition affects how states perceive 
economic interdependence and the need to 
reduce reliance on competitors and adversaries 
in science and technology. Although states see 
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the potential for AI to tip the balance in strategic 
competition, including in cyberspace, it is hard 
to produce a net assessment of the impact of 
AI on the competition between “attackers” and 
“defenders” in cyberspace. Advances in AI offer 
opportunities to both. The paper argues that 
early innovators will likely achieve temporary 
advantages, but insufficient evidence exists to 
forecast more sustained shifts over time. Given 
the speed of recent advances in AI—particularly 
in machine learning—and the range of new uses 
these advances have created, forecasting future 
scenarios is a very uncertain business.

Regarding AI’s impact on the balance of power in 
cyberspace, the paper argues that fluctuations 
are expected in a competitive environment. 
However, AI advances are more likely to entrench 
than overturn existing power relationships 
between states. And while the proliferation of AI 
tools might lower barriers to entry for less skilled 
cyber operatives, high-end cyber operations will 
remain the preserve of the most capable states.
 
Finally, foreign ministries should continue 
adapting to emerging technologies in diplomacy 
and foreign policy. How they do so will look 
different depending on the national context. As 
foreign ministries build cohorts of expertise in 
cyber policy, they should ensure that AI and cyber 
policy are not pursued in silos. They should invest 
in (and use effectively) supporting functions 
such as research and analysis, particularly to 
understand how AI is integrated into the cyber 
strategies of adversaries. Some foreign ministries 
can build these capacities within themselves; 
others will need to find ways of accessing 
external expertise. Foreign ministries have a key 
role in mitigating strategic risks and exploiting 
the opportunities of AI’s impact on cyber power, 
but they must be organized, resourced, and 
empowered to do so.  

INTRODUCTION

Over the last decade, cyber statecraft—how 
states cooperate, compete, and come into 
conflict in, through, and regarding cyberspace—
has been increasingly recognized as an 
important component of national strategy. This 
is true even if states are not listed on the Belfer 

Center’s Cyber Power Index or have not followed 
the U.K. government in using cyber power as an 
explicit framing concept and a trope of strategic 
communication.1

It is clear today that Artificial Intelligence (AI) and 
cyber power will be increasingly interdependent, 
which has important implications for developing 
and implementing foreign policy. For example, 
the United States and the United Kingdom 
already identify AI as one of several cyber-
critical emerging technologies in their respective 
national cyber strategies. A national edge in 
these technologies is widely seen as necessary 
for global competitiveness.2 Put simply, no 
understanding of the future of cyber power 
is possible—and no national cyber strategy 
truly effective—without understanding the 
relationship between AI and cyber power and the 
implications of that relationship in the pursuit of 
national strategic objectives.

And yet, as AI creates challenges and opportunities 
for both defenders and attackers, it is particularly 
hard to forecast AI’s future “net effect” on cyber 
power. National foreign ministries—although 
they each operate in different systems of 
government, with corresponding differences 
in their capacities, missions, and degrees of 
influence on the direction of national policy—
should have an important role in shaping 
and advancing national strategy. As the lead 
institutional actor in diplomacy, foreign ministries 
advocate for national policies with other states 
and global stakeholders. They might also provide 
insight into other actors’ AI and cyber power 
developments to inform wider national strategy. 
The challenges for AI-related cyber diplomacy 
largely mirror those for non-AI-related cyber 
diplomacy over the last decade—from the 
continued fostering of norms of responsible 
behavior to efforts deterring and responding to 
irresponsible behavior. This paper reflects on the 
relevance of these problems for all states. In its 
analysis of the role of foreign ministries in cyber 
strategy, the paper uses some U.K.-specific 
examples, however, the implications of AI for 
cyber strategy are more widely applicable to 
other states. The bigger picture should be clear, 
notwithstanding some parochial British detail.

METHODOLOGY
This paper intends to establish a starting point 
for further public engagement and research on 
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these issues. It does not try to comprehensively 
analyze every dimension of AI’s impact on 
cybersecurity, cyber diplomacy, or wider cyber 
statecraft. Nor is it a technical paper. It focuses on 
how states should interpret AI’s impact on cyber 
power from a national strategic perspective. It 
does so by exploring the operational impact of 
AI on cyberspace, identifying the institutional 
implications of these developments for 
governmental actors.

The paper’s methodology is a critical literature 
review focusing on three relevant bodies of 
literature comprising predominantly academic 
and think tank outputs: cyber power, AI’s impact 
on cybersecurity, and the strategic implications 
of AI. The paper uses this critical review approach 
to survey and evaluate the state of knowledge 
regarding the consequences of AI advances for 
the competition between states in and through 
cyberspace. The paper adopts a synthesizing 
approach, explicitly recognizing that each section 
merits a deeper and longer-form engagement 
than is possible here. The paper aims to highlight 
the connections between the different issues 
and suggest a pathway for future research. In so 
doing, the paper spotlights a somewhat neglected 
issue across the literature: the implications of 
AI’s impact on cyber power for the institutional 
role and departmental contribution of foreign 
ministries in national cyber strategy.

Most of the relevant literature concentrates 
on institutional implications for defense, 
intelligence, and security actors, but this paper 
presents the problem from the perspective of 
foreign ministries. The defense and intelligence-
oriented literature on cybersecurity contains 
several clear implications for foreign ministries, 
but these are rarely highlighted in this literature. 
This paper addresses this gap, connecting the 
contemporary literature on AI and cyber power 
with the institutional contributions foreign 
ministries can make—when organized effectively 
to engage—in the national cyber policy and 
strategy decision-making process. A healthy 
institutional balance is desirable between 
diplomats, the armed services, intelligence and 
national security officers in shaping national 
strategy, to say nothing of opening the strategy-
making process to stakeholders outside 
government. This will not occur spontaneously. 
Foreign ministries should develop the appropriate 
capacity to make this contribution. More capable 

states, alongside a plethora of non-state actors 
(from civil society and the private sector), can 
assist by supporting other foreign ministries 
through cyber capacity-building programs.

The paper draws on examples from the U.K. to 
ground this argument, considering evidence that 
the Foreign Commonwealth and Development 
Office (FCDO) has played an increasingly active 
role in U.K. cyber strategy and its conception 
of “cyber power” as an instrument of national 
strategy.3 The U.K. example is not presented 
uncritically, as an exemplar for all to emulate, but 
rather as a useful case study to introduce the 
paper’s key themes and identify the institutional 
challenges all foreign ministries will face 
addressing the interdependence of AI and cyber 
power. While the challenges are similar, the 
institutional context in which different national 
foreign ministries operate will significantly shape 
their ability to address them. Not all countries 
will agree with the particular modalities of the 
U.K.’s adaptation of its foreign ministry to pursue 
cyber diplomacy, and not all countries will regard 
emulation of that adaptation as feasible. Context 
is crucial and should be factored into any attempt 
to draw lessons from one national case to inform 
deliberations in another.

AI: A BRIEF EXPLANATION 
As mentioned above, this is not a technical 
paper. However, it is worthwhile to summarize 
AI. As one researcher has noted, “the concept 
of AI means different things to different 
people, partly because its subject matter—
intelligence—is hard to define.”4 The U.S. 
Department of State offers the following 
definition: “Artificial intelligence may be 
understood to refer to the ability of machines 
to perform tasks that would otherwise 
require human intelligence. This could include 
recognizing patterns, learning from experience, 
drawing conclusions, making predictions, 
or generating recommendations.”5 This and 
similar definitions are common in national 
policy papers. Some include additional clauses 
that emphasize the importance of data, for 
example. While understanding that AI “can 
mean a lot of things,” the U.K. government’s 
(2021) National AI Strategy provides the 
following working definition: “Machines that 
perform tasks normally requiring human 
intelligence, especially when the machines 
learn from data how to do those tasks.”6
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The European Commission’s 2020 White Paper 
on AI highlighted key factors behind its recent 
advances: “AI is a collection of technologies 
that combine data, algorithms, and computing 
power. Advances in computing and the 
increasing availability of data are therefore key 
drivers of the current upsurge of AI.”7 The U.K. 
strategy also explicitly connects these “key 
drivers of [AI] progress, discovery and strategic 
advantage” (namely: “access to people, data 
compute and finance”) with the geopolitical 
theme of “global competition.”8

AI research is multidisciplinary and has a much 
longer history than is conveyed by references 
to it as an “emerging” technology.9 The breadth 
and historical pedigree of the field are reflected 
in the contrast between different approaches 
to AI research, such as, on one hand, symbolic 
AI and, on the other, machine learning (ML) 
approaches using neural networks. The former 
was particularly evident in earlier generations of 
AI research, relying on logical programming and 
rules-based systems. More recently, ML-based 
approaches have come to global prominence 
due to breakthroughs in deep learning, the 
exploitation of advances in neural networks and 
the availability of large quantities of data and 
computing power. Artificial neural networks—
inspired by the structure and function of 
neurons in the human brain—are combinations 
of nodes for transmitting and processing data 
(e.g., text or images); these networks “learn” 
from that data to perform given functions.10 
One example of applying a neural networks 
approach is Google’s 2016 introduction of its 
Neural Machine Translation to improve Google 
Translate.11 Large Language Models (LLMs) and 
generative pretrained transformer (GPT) models 
are examples of neural networks trained on 
large quantities of text data.12 A tool based on 
such models, such as OpenAI’s ChatGPT, can be 
prompted to generate new natural language text 
(song lyrics, a novel, or a computer program). 
Advances in generative AI research have led 
to urgent global policy and regulatory concern 
about the future implications of ‘frontier’ of 
cutting-edge AI developments. Whilst ‘frontier 
AI’ is variously defined, the U.K. government 
uses the term to refer to: ‘highly capable 
general-purpose AI models that can perform a 
wide variety of tasks and match or exceed the 
capabilities present in today’s most advanced 

models.’13

An accessible example of how different AI 
approaches have evolved over the past 80 years 
is the improvement of computer programs for 
playing chess. These have greatly progressed 
from their beginnings as relatively simple—
and, for human players, beatable—algorithms 
for playing a single game. The progress in 
applying more sophisticated algorithms and 
more powerful computing to chess was evident 
in IBM Deep Blue’s famous 1997 victory over 
then-World Chess Champion Garry Kasparov. 
More recently, in 2017, Google DeepMind’s 
AlphaZero used neural networks and 
reinforcement learning to attain “superhuman 
levels” of chess performance from random play 
in 24 hours without the benefit of any game-
specific knowledge except the rules.14

Of course, if the utility of neural networks and 
deep learning techniques were restricted to 
beating humans at playing chess, the intensity 
and urgency of global public policy debates 
about regulating AI research would be more 
muted. These ML techniques produce a wider 
range of results that imply far greater societal 
impact. Such results include assisting medical 
researchers in identifying new treatments and 
using ML to significantly increase the speed 
and volume of data processing.15 There are also 
a range of defense and security applications, 
ranging from facial recognition software to 
integration into systems such as the Patriot Air 
and Missile Defense System. Such applications, 
especially those that involve the potential loss 
of life, raise sharp questions about ethics and 
the extent of human control in the decision-
making process.16

Three categories of AI-related concerns 
can be applied to cyber strategy. First is the 
cybersecurity of AI systems and the harm that 
compromising those systems could inflict. 
Second is the potential for AI techniques to 
improve (or transform) existing approaches to 
cybersecurity, enabling defenders to respond 
to threats quickly and in large volume. The 
third is the mirror image of what AI offers to 
defenders, namely the prospect of AI enabling 
new methods of cyber attack. Each of these is 
an independent policy issue. States should be 
increasingly mindful of AI-related challenges 
when developing and implementing national 
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cyber strategies, as well as during participation 
in regional, multilateral, and multistakeholder 
cyber diplomacy discussions regarding the 
evolution of cyber norms. The capacity of 
different states to address the challenges and 
seize the opportunities presented by AI will 
vary considerably. But a common baseline of 
understanding of what is at stake is a good 
place to start.  

STRUCTURE OF THE PAPER
The paper is structured to address three 
related issues sequentially: (1) the origins 
of the concept of cyber power and its 
interdependence with AI, (2) a practical focus 
on the implications of this interdependence, 
particularly the oft-cited question of whether AI 
will favor attackers or defenders in cyberspace, 
and (3) the growing role of cyber and science/
technology diplomacy in national policy; how 
states can and should adapt the institutional 
role played by foreign ministries in contributing 
to national AI and cyber strategies.

In the first section, the paper explores and 
explains the impact of AI advances on the 
concept and practice of cyber power. In the 
second part, the paper introduces how AI and 
cyber power are perceived as instruments of 
national strategy. It uses the U.K. example 
because of the prominence of cyber power as 
a framing concept for its cyber strategy. How 
countries answer this question will shape how 
they prioritize investments and lines of effort.

Having articulated the general principle that 
AI and cyber power are strategic instruments, 
the third section provides more specificity, 
with a detailed assessment of AI’s impact 
on cybersecurity and cyber operations. 
This section explains operational issues, 
adversarial behaviors, and the capabilities 
countries should monitor and assess as they 
develop foreign policy responses to AI’s impact 
on cyber power.

This advances the paper’s argument into 
its fourth and final section, in which the 
paper reflects on the development and 
execution of foreign policies and national 
AI and cyber strategies. It also highlights 
the rapidly increasing intensity and plurality 
of events and processes that explore the 
potential for common ground between states 

on AI’s future regulation, safety, security, 
and trustworthiness. This includes national 
initiatives with potential international reach—
such as the Biden administration’s October 
2023 executive order on AI—and various 
international processes that have commenced 
in the last three years and in which states are 
increasingly active. These include the United 
Nations, G7/G20, Organisation for Economic 
Co-operation and Development (OECD), and the 
BRICS group.17 This section provides practical 
recommendations for foreign ministries to 
adapt and address the new challenges created 
by AI’s impact on cyber power and broader 
technology diplomacy.18

FOREIGN MINISTRIES, AI, AND CYBER POWER
The paper argues that the complexity and 
resource intensity of remaining at the 
cutting edge of AI research, development, 
and exploitation will likely reinforce existing 
asymmetries of power between countries in 
cyberspace. Recent evidence shows that only 
a relatively small number of states have the 
resources to acquire the necessary hardware 
and recruit the talent required to compete.19 
The paper argues that foreign ministries 
should adapt to an era of increasingly AI-
enabled competition between states and 
non-state actors in cyberspace. It concludes 
by clarifying where foreign ministries can play 
their most effective role in the sometimes 
busy institutional landscape of cyber-
relevant agencies and departments and 
the increasingly busy schedule of bilateral, 
multilateral, and multistakeholder events and 
processes devoted to cyber diplomacy and the 
safety, security, trustworthiness, and future 
governance of AI. AI’s impact on cyber power 
is best understood as an ongoing process 
requiring strategic patience rather than a 
panicked, winner-takes-all race toward a fixed 
endpoint.

CLARIFYING THE 
RELATIONSHIP BETWEEN AI 
AND CYBER POWER

As noted in an early paper on “Cyber Power” by 
Joseph S. Nye, Jr., power is difficult to measure 
but far from meaningless.20 Both AI and cyber 
power are prominent themes in discourse about 
geopolitical competition.21 Just as states have 
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always tried to use the instruments at their 
disposal to achieve their national objectives, 
today’s states are exploring how best to 
integrate cyber capabilities and emerging 
technologies such as AI in their wider national 
strategies. Publicly, at least, governments were 
initially slower than companies to respond 
to the mid-2000s breakthrough in machine 
learning.22 But governments began to move 
faster toward the end of the last decade. 
For example, according to one researcher: 
“Between 2017 and early 2019 at least 17 
countries released a national strategy or made 
a strategic policy announcement on AI.”23 There 
is a similar story in the development of national 
cybersecurity strategies. Between 2003, when 
Norway developed a national cyber strategy, 
and 2018, 76 countries had developed a cyber 
strategy. By 2021, that figure had grown to 
127.24

Though this is impressive growth, the picture 
is uneven. In Latin America and the Caribbean, 
for example, while the Organization of 
American States (OAS) was the first regional 
body to produce a cyber strategy (2003), there 
are still 17 countries in the region that lack 
a national cybersecurity strategy addressing 
critical infrastructure and resilience, and 14 
countries without a national computer incident 
response team according to the International 
Telecommunication Union.25 As the diplomatic 
agenda on cyber norms and AI-related 
concerns intensifies, it is clear that national 
foreign ministries will start from various 
national baselines as they work out how to best 
engage with this increasingly busy agenda. To 
better inform this process of adaptation and 
engagement, it is useful to consider examples 
of states that were early adopters or thought 
leaders in this area. 

The U.K. is a good example of a state that 
has been at the forefront of developing an 
integrated national approach to cyber strategy, 
has prioritized the importance of cyber 
capacity-building assistance as an element of 
that strategy, and has increasingly recognized 
the connection between AI and cybersecurity. 
The 2021 U.K. Integrated Review of Security, 
Defense, Development and Foreign Policy 
(hereafter the Integrated Review) framed 
this as part of a wider “struggle to shape the 
global digital environment between ‘digital 

freedom’ and ‘digital authoritarianism,’ which 
will have significant implications for real-
world governance.”26 This applies as much 
to the competition to develop leading AI 
and cyber capabilities as it does to how 
actors use these capabilities to achieve their 
goals in and through cyberspace. Interstate 
competition for strategic advantage in and 
through science and technology is wider than 
AI and technologies vital to cyber power. 
Yet, AI is regularly cited among the highest 
strategic science and technology priorities.27 
The U.K. government regards AI as one of five 
key emerging technologies crucial to its cyber 
power agenda.28

The U.K. is far from the only state publicly 
articulating the connection between 
geopolitics and technology. Nor is it alone in 
highlighting the tension between democracies 
and authoritarian governments over the 
future of internet governance and developing 
a competitive edge in AI and other emerging 
technologies. These are salient contemporary 
themes, visible, for example, in the Biden 
administration’s U.S. National Security 
Strategy.29 This framing highlights that AI 
diplomacy and cyber diplomacy are as political 
as they are technical processes. This also goes 
for cyber capacity-building efforts, arguably 
intended to serve developmental and political-
strategic, i.e., “influencing” objectives. 

However, nation-states are not the only, nor 
even the most consequential, actors in the 
AI and cyber fields. In contrast with many 
twentieth-century computing developments 
associated with defense contracts, many 
contemporary AI developments are driven 
by private sector research with broader 
commercial, rather than defense, incentives.30 
This demonstrates a stark reversal over time. In 
1967, the U.S. government funded 67 percent 
of research and development in science 
and technology. By 2020, the private sector 
accounted for 73 percent of such spending.31

A major theme of public policy discourse about 
AI regulation, therefore, is how governments 
can effectively position themselves in a 
field in which corporate, nongovernmental 
entities are making the biggest strides.32 The 
sense of sudden urgency is palpable, with 
reporting on one recent international summit 
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on AI’s existential risks noting, “The lack of 
government controls on AI has largely left 
an industry built on profit to self-police the 
risks and moral implications of a technology 
capable of next-level disinformation, ruining 
reputations and careers, even taking human 
life.”33 This statement reflects the fact that 
governments collectively feel they are playing 
catch up with the private sector, rather than 
necessarily implying that the private sector 
has no interest in exercising a responsible 
approach to research, development, and use of 
new AI systems.34 The extent of the reversal of 
power between governments and the private 
sector is perhaps most evident in U.K. Prime 
Minister Rishi Sunak’s somewhat hyperbolic 
hailing of a largely voluntary, non-binding 
agreement in November 2023 by technology 
companies to share models for testing by a 
new U.K. AI safety institute as a “landmark 
achievement.”35

Notwithstanding the evident proliferation of 
global initiatives regarding AI regulation, AI is 
not the first disruptive scientific or technological 
development to affect international security.36 
Similarly, we should consider that the study 
of AI’s implications for cyberspace already 
has a history.37 Describing AI as “emerging 
technology’ arguably stretches the definition 
of emergence.38 This applies specifically to the 
impact of AI on cybersecurity, where machine 
learning techniques have been integrated into 
tools and systems for over 20 years.39

In the foreseeable short term, AI will likely 
continue to have an evolutionary rather than 
revolutionary impact on the competition 
between defenders and attackers in 
cyberspace.40 Successful integration of AI can 
increase the scale, speed, and sophistication 
of defensive and offensive cyber operations. 
Attackers and defenders are highly unlikely to 
advance simultaneously across operational 
applications of AI in cyberspace. The process 
of competitive adaptation will determine this, 
particularly in how states approach the key 
inputs of data and expertise. According to one 
researcher, “It really comes down to data, and 
whoever has the most data to train the models, 
whoever has the most educated workforce 
to spend the time to build these systems. So 
we’re in a national security race right now 
against our adversaries.”41

This assumption is hardly unique to AI. It 
draws on the history of interstate competition 
to achieve advantage through innovation 
and adaptation, which is a highly contingent, 
dynamic, and interactive process.42 Therefore, 
as immediate, reciprocal defensive advances 
in AI for each specific advance in offensive 
applications are unlikely, developments in AI 
will continue to affect the fluctuating global 
shape and character of cyber power, rather 
than simply cementing the status quo.43 To 
date, regardless of the hype and media interest 
in the specter of AI-enabled cyber weapons, 
there is, as yet, no agreement about precisely 
how or how quickly AI will affect competition 
in cyberspace.44 The race to innovate and 
integrate new technologies is not solely a 
technical enterprise. It is contingent on human 
factors, institutional cultures, and the skill 
and strategy with which new technologies are 
employed.45 Humans and their institutions still 
matter.

So, while the status quo has the potential to 
change, the benefits will likely remain with 
those who can combine strategic purpose, 
skilful employment, and the necessary scale of 
resources and computational power for cutting-
edge AI research. This is a field dominated by 
already-powerful states and companies.46 
Similarly, the increasing commercial availability 
of AI-enabled capabilities (such as for 
surveillance) is likely to further entrench rather 
than overturn states’ cyber power in relation to 
their citizens.47 The current dominance of a small 
number of leading players in the development 
and application of AI is likely to lead to 
those corporate and national actors trying to 
maintain this leading position, extending to 
efforts to safeguard the intellectual property 
and hardware (such as advanced graphics 
processing units) that enable it, access to 
which would allow competitors to catch up.48 
If states came to perceive the costs and 
risks of such AI competition in cyberspace as 
unbearable, it is conceivable that collective 
restraint (on capability development and 
circumstances of use) might eventually be 
pursued, but the politics and modalities of 
reaching agreement would likely be more 
difficult than the technicalities of verification.49

While AI is unlikely to be geopolitically 
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transformative, and current evidence is 
inconclusive, its future applications would 
likely affect the balance between offense 
and defense in cybersecurity for a time.50 For 
defense, AI has implications for each of the 
five operational phases of the well-known 
Cybersecurity Framework developed by the 
U.S. National Institute for Standards and 
Technology (NIST).51 For attackers, AI presents 
similar opportunities across the Cyber Threat 
Framework.52

Figure 1. Cyber Defense: The NIST 
Cybersecurity Framework

Figure 2. Offensive Cyber: The U.S. government 
Cyber Threat Framework

Rapid, unmatched acquisition and effective 
employment by one country of tools that 
produce a temporary offensive advantage 
in cyberspace would not transform the 
underlying structure of international security. 
It could, however, affect that state’s appetite 
for risk and bias for action, particularly if it was 
aware of its sudden advantage and recognized 
a short-term window of opportunity that 
adversaries would endeavor to close as quickly 
as possible. As more states incorporate more 
powerful AI-enabled capabilities into their 
cyber (and non-cyber) operations, the speed 
and scale of engagement should be expected 
to increase, thereby increasing the potential 
risk of inadvertent escalation.53 This risk could 
be exacerbated by reduced predictability and 
control over AI-enabled systems rushed into 
service.54 The strategic imperative for states 
to compete is obvious, but so is the need to 
explore ways to agree to norms of responsible 
uses of AI to mitigate these risks.55 Overall, 
the international security implications of AI 
advances and their impact on cyber power 
will be challenging for states to manage. 
Furthermore, they will likely highlight sharp 
divides between liberal democracy and digital 
authoritarianism. This will require active and 
inclusive global diplomacy in which national 
foreign ministries will play an important role.56

AI AND CYBER POWER AS 
INSTRUMENTS OF NATIONAL 
STRATEGY

This section will explain how cyber power and 
AI were conceived as instruments of national 
strategy and explore the steadily increasing 
institutional contribution of foreign ministries 
to the foreign policy and diplomatic aspects of 
cyber statecraft. The concept of cyber power 
was first coined in the United States, but soon 
made the journey across the Atlantic and 
beyond.57 The systematic effort to articulate 
and measure cyber power is more recent. A 
prominent example is the U.K. government’s 
effort to promote “Responsible and Democratic 
Cyber Power” as a key feature and framing 
concept of its strategic communications about 
cyber strategy.58 The Integrated Review offers 
a broad definition of cyber power, situating 
it as an instrument of national strategy. It 
encompasses the promotion of national 
security, the national interest, prosperity, 
and the effective diffusion of national values. 
It also includes the importance of having 
the operational capacity to pursue national 
interests and achieve “real world” effects 
through cyberspace.59 Thus, irrespective of 
whether the rhetoric of cyber power is effective 
as a trope of strategic communication, it is 
arguably too early to judge this definitively. 
However, it is a useful shorthand for a range 
of important developments in national 
security that states should address, exploit, or 
overcome.

The 2022 U.K. National Cyber Strategy defined 
AI as “a technology in which a computing 
system is coded to “think for itself,” adapting 
and operating autonomously. AI is increasingly 
used in more complex tasks, such as medical 
diagnosis, drug discovery, and predictive 
maintenance.”60 Public debates about AI 
emphasize it represents a qualitative difference 
to previous trends in technological innovation, 
with potentially revolutionary impact.61 In 
the last decade, the urgency of geopolitical 
competition for “AI power” has intensified. And 
in many of the public contributions to these 
debates, the roll call of risk factors associated 
with the diffusion of AI power includes 
the potential for malevolent actors to use 
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generative AI to create cyberweapons.62 As a 
starting point, a working definition of AI power 
is the use of AI to pursue the national interest.

Any form of power entails the ability of one actor 
to influence another’s behavior effectively.63 
This means relationships are at the heart of 
effective cyber power. Within a government, 
different agencies and departments must 
establish relationships to ensure the optimal 
effectiveness of the governmental approach. 
But a national cyber strategy must look 
beyond the silos of government and ensure 
effective working relationships between 
government and other domestic stakeholders, 
such as the private sector, civil society, and 
academia. Similarly, effective cyber strategy 
requires cultivating effective relationships 
at regional and global levels to address 
transnational challenges. It is easy, therefore, 
to see why diplomacy plays an important 
role in contemporary cyber strategy, but the 
diplomatic skills of relationship management 
are not confined to the international domain. 
They also apply to managing relationships with 
key domestic stakeholders.

The U.K. is a good example of a state that 
has recognized and publicly articulated the 
importance of this in successive iterations 
of national cyber strategy. It has also tried 
to export this strategic insight through cyber 
capacity building, for example, through 
long-term funding for the Oxford Global 
Cyber Security Capacity Centre and the 
dissemination of its influential Cybersecurity 
Capacity Maturity Model for Nations. The U.K. 
strategic approach to cyberspace realizes 
that state power and influence is enhanced 
by a comprehensive whole-of-cyber/whole-
of-society approach to national strategy, 
embracing all relevant stakeholders, including 
nongovernmental ones.64

Another trend over time is cyber transparency. 
Some states are talking more openly about 
the broad potential utility of offensive cyber 
operations as a tool of national strategy.65 This 
is an initiative that should be encouraged. It 
can be perceived as a confidence-building 
measure. As such, it arguably represents the 
achievable, relatively low-hanging fruit of 
cyber arms control diplomacy.66

The Belfer Center’s National Cyber Power 
Index is a prominent example of efforts to 
measure cyber power. The first iteration in 
2020 designated the United States, China, and 
the United Kingdom as the world’s top three 
cyber powers. The second in 2022 saw Russia 
overtake the U.K., with the United States and 
China retaining the top rankings.67 Brazil was 
the only Latin American country included in 
Belfer’s analysis that ranked outside the Top 
10 in both iterations. The Belfer approach says, 
“there is no single measure of cyber power,” 
and measurement needs to be sensitive to “the 
context of a country’s national objectives.”68

Initiatives like the Belfer Index are welcome 
efforts to provide structure to measuring 
cyber power, but suffer from a lack of robust, 
publicly-available data, resulting in some 
incongruous conclusions, like its justification 
for Russia supplanting the U.K. in the most 
recent edition.69 Effective cyber power must be 
about more than simply conducting publicly-
known cyber operations. The U.K. is a good 
example of how, over a decade, a state has 
tried to coordinate within and beyond the 
governmental sphere to produce a coherent 
national approach to building and effectively—
and responsibly—employing cyber power.

The institutional role of a foreign ministry 
differs according to national context. Many 
national foreign ministries face similar 
challenges. This is true internally, for example, 
in the increasingly proactive involvement of 
heads of government in direct diplomatic 
engagements with their counterparts, 
facilitated by modern telecommunications and 
air travel. It is also true internationally, given 
that states cooperate in various regional and 
global forums—that a significant asymmetry 
in resources and capacity between different 
national foreign ministries exists, reflecting 
the asymmetries of power and wealth in the 
international system.

This paper presents the case of the U.K. 
Foreign Ministry and its involvement in national 
cyber strategy as a specific country example. 
In the U.K., the Foreign Commonwealth 
and Development Office (FCDO) plays the 
institutional role of the foreign ministry.70 The 
FCDO leads the diplomatic and foreign policy-
related efforts under the different pillars of the 
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National Cyber Strategy. One interpretation 
of the evolution of U.K. cyber strategy across 
its successive iterations is that the FCDO has 
come to exert more influence over the public 
presentation and articulation of the national 
view of cyber power and what it entails.71 
This manifests in the FCDO’s lead advancing 
the national objective to exercise global cyber 
leadership, including in such initiatives as 
coordinated public attribution statements, 
sanctions, incident response, and capacity- 
and confidence-building projects. Cyber 
and a wider emerging technology diplomacy 
shape the governance arrangements, norms, 
and regulatory environment in which future 
developments in emerging technologies vital 
to cyber power will occur. Conversely, as 
diplomacy and wider public policy can lag 
behind the pace of technological advances, 
new trends in emerging technology are likely 
to shape the cyber and technology diplomacy 
agenda.72

While the FCDO is the lead institution for 
diplomacy and foreign policy, the domestic 
and international elements of cyber strategy 
overlap, meaning the policy equities of other 
institutions are also in play. As such, several 
U.K. government agencies and departments 
have stakes in the international elements of 
national cyber strategy. These include the 
digital ministry (DCMS/Department for Science, 
Innovation and Technology), the Ministry of 
Defence, and the U.K. intelligence community 
– especially its cyber and signals intelligence 
agency, Government Communications 
Headquarters (GCHQ). An institutional 
landscape as busy as this can potentially 
strengthen a national strategy. At its best, it can 
generate creative tension between different 
cultures and expertise as part of a coordinated, 
whole-of-government effort. But this is not a 
given. Without effective coordination, multiple 
institutional actors can lead to disorganization 
and unresolved disagreement.73

The inter-institutional challenges of 
coordinating an effective governmental 
response to cyber strategy depend on the 
given national framework. For example, some 
states will have fewer actors than those listed 
above or exhibit different power dynamics 
and differentials between institutional actors. 
In the United States, for example, there have 

been recent reforms within the Department of 
State (creating a new Bureau of Cyberspace 
and Digital Policy, headed by Ambassador 
Nathaniel C. Fick) and in the White House (a 
new Office of the National Cyber Director with a 
deputy national security adviser for cyber and 
emerging technology). These reforms highlight 
that governments are increasingly trying to 
address how to reshape their institutions to 
embrace the opportunities and overcome the 
challenges of cyber and emerging technology. 
And, where national governmental context 
means authority is more personalized and 
informally executed by the head of government, 
particularly when characterized by relatively 
low institutional maturity in cyber-relevant 
sectors, national approaches are likely to 
reflect swift decision making and severe 
implementation challenges. 

In the example of the U.K., the FCDO has a 
clear role in national cyber strategy. It informs 
national strategy by providing insight into 
foreign governments and other global actors. It 
uses its diplomatic expertise and understanding 
of regional and multilateral forums to 
coordinate national strategy with partners, 
persuade non-likeminded states of the merits 
of U.K. views, and effectively counter the 
efforts of adversaries and competitor states. 
Whatever the inter-institutional dynamics and 
governmental context, foreign ministries will 
be increasingly expected to play these roles. 
This turn in cyber diplomacy encapsulates 
much of what the current U.S. Central 
Intelligence Agency Director (and former career 
diplomat), William J. Burns, describes as the 
“quiet power” of diplomacy. This description, 
more broadly intended, applies easily to AI and 
cyber diplomacy: “the largely invisible work 
of tending alliances, twisting arms, tempering 
disputes, and making long-term investments in 
relationships and societies.”74

THE IMPACT OF AI ON CYBER 
POWER

Significant advances in AI research have 
underpinned and accelerated the global interest 
in AI. Yet, advances in AI have not resulted in a 
clear advantage for either defense or offense 
in cybersecurity. Since states have differing 
cyber capabilities, each will experience the 
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impact of an AI-enabled attack differently. As 
noted above, this is not solely a technical issue. 
An actor must also bring human factors to 
bear to achieve the successful employment of 
an advantage notionally afforded by technical 
superiority.

If recent spending and rapid advances in 
available computational power continue, 
capabilities may improve sharply beyond what 
is currently available.75 Alternatively, obstacles 
such as reports of the rapidly dwindling 
quantity of high-quality text data could slow 
advances using large-language models.76 This 
uncertain outlook makes forecasting difficult, 
but the implications of forecasts are too 
important to be ignored. For example, those 
that posit scenarios of steady or accelerating 
gains in capability pose challenges for 
policymakers and regulators—particularly 
given the attendant risks accelerating AI 
capability poses to fairness and safety, as well 
as the impact of malicious use.77

One challenge in assessing the impact of AI 
on cyber power is determining whether AI will 
prove predominantly positive or negative for 
it. The expanding Internet of Things and Smart 
Cities are two challenges that ubiquitous AI 
poses for cybersecurity.78 The proliferation of 
internet-connected devices causes a sharp 
increase in the size of the “attack surface” 
of vulnerable devices needing to be secured. 
This is a potentially negative outcome of AI. 
AI-enabled devices not only increase the size 
of the attack surface but also introduce new 
methods of compromise, such as contaminating 
or poisoning the training data.79

Conversely, the sharp increase in available 
data, computational power, and connected 
devices offers opportunities to improve 
cybersecurity practices, potentially mitigating 
AI’s negative effects. Recent assessments 
of the overall impact of machine learning 
on cybersecurity concluded that a focus on 
specific cases rather than a top-level view was 
needed. “Policymakers and practitioners alike 
need to think about how machine learning 
can alter specific tasks within cybersecurity, 
rather than talking in general terms about how 
machine learning can alter cybersecurity as 
a whole.”80 This grounded approach—which, 
logically, should apply to both generative and 

non-generative AI tools—has the potential 
over time to inform a more comprehensive 
net assessment. The challenge is to integrate 
different discrete elements into such an 
assessment. A task-specific focus is a crucial 
part of such an effort, but governments 
ultimately need to take a broad view for 
strategic prioritization.

NET ASSESSMENT OF AI’S IMPACT ON CYBER 
POWER
While restricting the analysis to specific cases 
should present a more manageable challenge, 
governments should still adopt a broader 
view to guide strategic prioritization. The net 
assessment of AI’s impact on cyber power 
should weigh a series of specific impacts to 
inform a comprehensive judgment of AI’s 
impact on the totality of cyber power. Issues 
to consider would include the likelihood 
of sustained progress along established 
trend lines81 in defensive and offensive 
applications of AI in cyberspace, recognition 
of the potentially transformative impact of 
advances that represent a steep change in the 
development and application of AI-enabled 
cyber capabilities, and the geopolitical 
implications of these trends (partly accounting) 
for states’ differing AI and cybersecurity 
abilities. Depending on a state or head of 
state’s risk appetite, its ability to deliberate 
effectively, and its strategic orientation, its 
behavior may change as a result of perceived 
changes in its relational power. The more 
opportunistic a state’s leadership, the greater 
the chance it will seek to exploit a perceived 
advantage.

The increasing use of AI-powered applications 
to write code has a broader impact on 
cybersecurity. As with human programmers, 
current AI has significant potential to 
produce insecure code. One recent study 
found that 40 percent of AI-produced code 
contained exploitable vulnerabilities.82 
Furthermore, the recent release of OpenAI’s 
ChatGPT—a chatbot enabling users to query 
a large language model (LLM)—led a popular 
programming knowledge-sharing website to 
prohibit uploads generated by ChatGPT, due 
to the large volume of flawed (but superficially 
plausible) code it had generated.83 There were 
also reported instances of users effectively 
disabling safeguards built into ChatGPT and 
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other LLM-based tools.84 Notwithstanding 
these incidents, there is a clear use case for 
AI integration into normal business, which 
is seen in Microsoft’s development of AI 
copiloting for information security.85 These 
episodes highlight not just the risks posed by 
subversion of AI for unintended uses, but also 
the opportunities created by the speed and 
volume of AI-assisted activity.86 Over time, the 
wider availability of increasingly sophisticated 
AI is likely to add further plausibility to the 
tenet that the cyber domain can have a “low 
barrier to entry.”87

As a step toward net assessment, we can 
explore some specific implications of AI 
developments for cybersecurity and cyber 
operations. Over the last 20 years, AI has been 
increasingly integrated into most elements 
of cybersecurity software.88 The market has 
expanded as capabilities developed, though 
the sector is not immune from vendor hype 
outstripping current performance.89 The logic 
of using AI to improve cybersecurity is that 
the automation of cyber defenses increase 
the scale and speed of threat identification, 
detection, and response.90 

One specific example of this use of AI has 
been the incorporation of machine learning 
into cybersecurity to automate the detection 
of spam, intrusion, and malware.91 The gradual 
incorporation of machine learning into more 
sophisticated anti-spam tools improved the 
accuracy of spam detection but is considered 
an evolutionary rather than transformative 
application of AI to cybersecurity. Machine 
learning has also been applied in the two main 
methods for detecting intrusions, misuse-
based and anomaly-based detection, being 
similarly incremental rather than revolutionary.92 

93 However, malware developers responded, 
increasing the sophistication of their tools 
to evade AI-enabled detection. One estimate 
is that more than 90 percent of malware in 
2018 exhibited polymorphic features (e.g., the 
existence of multiple variants or encryption 
methods to avoid certain types of AI-enabled 
detection).94

Consequently, while machine learning offers 
incremental benefits, current evidence 
suggests these techniques have not delivered 
a knock-out blow in their impact on the 

performance of malware-detection systems.95 
This should not be surprising. Advances in 
cybersecurity tools are unlikely ever to enable 
network defenders to declare a permanent 
victory over their adversaries. Such advances 
will, instead, spur competitive innovation and 
adaptation.

It is similar to other fields of cybersecurity 
research focused on AI. Academic and private 
sector researchers are increasingly using 
machine learning techniques (e.g., deep-
learning neural networks) to improve software 
security testing in “neural fuzzing.”96 AI can 
also enhance the ability of cybersecurity tools 
to learn to detect new cases of previously 
unseen malware with no records/indicators 
of compromise. Similarly, reinforcement-
learning-based penetration-testing (pen-
testing) techniques could ultimately improve 
the speed and scale of existing automated 
approaches. However, the industry’s ability 
to exploit this potential is limited by the 
computational intensity required to test 
larger, more complex systems. Furthermore, 
evidence suggests these techniques do not 
produce significantly better results than 
existing, non-reinforcement-learning-based 
techniques. As with more traditional pen-
testing tools that attackers have appropriated, 
significant advances in this field might also be 
misappropriated to enable attackers as much 
as defenders.97

Just as AI improves cyber defenses, it can also 
assist malicious cyber capabilities. Two private-
sector cybersecurity executives observed in 
2019 that “AI-powered cyberattacks are not 
a hypothetical future concept. All the required 
building blocks for the use of offensive AI 
already exist.”98 They point to the already 
highly-sophisticated quality of some malware, 
the availability of capable, open-source AI 
programs, and the perennial existence of 
motivation for malicious use. The promise 
of AI for malicious cyber actors essentially 
mirrors its promise for defenders, namely that 
malware becomes better at deceiving intended 
targets, harder to detect, smarter and faster at 
spreading across networks and exploiting its 
access to exfiltrate data, or to disrupt, degrade, 
or destroy.99

Possible future advances in AI-enabled 
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malicious cyber activities sound formidable, 
but these claims of (not yet demonstrated) 
potential can also be made about AI-enabled 
cyber defenses. A recent report lists several 
current and possible future defensive 
applications of machine learning, but none 
constitute a revolution in existing practice.100 
However, concerted application of machine 
learning to these “active defense” practices 
would increase operational friction for cyber 
attackers, wasting their time, misdirecting 
them, and enabling defenders to improve 
their understanding of their adversaries’ tools, 
techniques, and procedures.

The use of AI creates new attack surfaces and 
novel manifestations of traditional security 
risks, particularly in terms of the cybersecurity 
of AI systems.101 Established scholarly debates 
about the utility of cyber operations have 
started focusing on cyber threats to new AI 
developments. One example is the challenge 
of ensuring the cybersecurity of lethal 
autonomous weapons systems (LAWS).102 This 
is a “new wine in old bottles” problem, as AI-
enabled platforms and systems are likely, 
in principle, vulnerable to the intrinsically 
subversive potential of cyber operations.103 
In the context of LAWS, such sabotage could 
focus on data-poisoning, affecting the training 
process, or directly altering algorithms.

These cyber threats are not unique to LAWS. 
They apply to all AI systems. But the possibility 
of rogue autonomous weapons has a greater 
impact on public opinion, even when primed 
by fiction. Corollaries exist in the field of AI-
enabled cybersecurity tools. The increasing use 
of machine learning to enhance cybersecurity 
likely incentivizes attackers to compromise 
those tools during development.104 Such cyber 
operations, while challenging to execute 
and with success difficult to measure, 
are hypothetical ways adversaries could 
undermine each other’s progress in pursuit of 
strategic advantage.

To conclude this section, debates about 
the impact of AI on cyberspace reflect 
uncertainty about the net effect of these 
advances in defending and penetrating 
computer networks.105 AI is highly likely to 
increase scale and speed on both sides of 
the offense-defense divide. However, others 

contend advances in AI might lead to more 
direct confrontation between state actors 
in cyberspace in a manner that increases 
opportunities for “tacit bargaining” rather 
than escalation risks and instability.106 This 
theory suggests state behavior in cyberspace 
is largely exploitative rather than coercive. It 
contends that the operational activity of state 
actors in cyberspace is continuous and best 
conceived as campaigns of activity rather than 
a series of disconnected, one-off actions, 
meaning operational gains are cumulative. It 
also maintains that the dynamic of operational 
interaction is more competitive than escalatory, 
with states aiming to achieve fait accomplis 
without their adversaries’ knowledge or leaving 
adversaries unable or unwilling to respond.107

The above account should not instill 
complacency about the future impact of more 
sophisticated AI-enabled cyber operations, 
particularly regarding escalation risks and 
concerns about whether the risk appetite of 
some states might lead them to deploy an AI-
enabled capability without robust controls. 
The media has long highlighted unintended 
escalation in cyberspace as a major risk, which 
is arguably heightened by the potential for AI 
to accelerate the speed of decision-making 
in cyber and counter-cyber operations.108 A 
recent study suggests there is some basis 
for the fear that future AI advances may 
have an escalatory impact on competition 
in cyberspace.109 Even precautions, such as 
keeping humans in the decision-making loop 
rather than ceding full autonomy could be 
undermined by the cognitive impact of the 
accelerated pace of activity and the potential 
inscrutability of AI-derived network effects.110

IMPLICATIONS FOR FOREIGN 
POLICY AND NATIONAL 
STRATEGY

Regardless of whether cyber power or other 
appellations, such as the U.K.’s “responsible 
and democratic cyber power,” are invoked in 
a given state’s strategic communications, the 
capabilities and practices under its conceptual 
umbrella are an integral part of contemporary 
national security strategy. Advocates for 
the prominence and utility of cyber power 
will also need to advocate for guardrails to 



Antarctica: Strategic Competition’s Next Frozen Frontier

18 

promote and shape responsible state behavior 
in cyberspace. They will find both initiatives 
enhanced by the effective integration of AI and 
other technologies vital to cyber power within 
the mainstream of their respective national 
cyber strategies. This will include exploring the 
need to revise the institutional mission—and 
perhaps also the organizational design—of 
national foreign ministries.

Foreign ministries increasingly face a busy 
agenda of cyber and emerging technology 
diplomacy. Over the last decade, global 
cyber diplomacy has become more formally 
inclusive. This is apparent, for example, at 
the United Nations, where we have seen the 
transition from the restricted membership of 
successive Groups of Governmental Experts 
to the more open process of the Open-Ended 
Working Group. The prospective Programme 
of Action and the cyber-relevant dimensions 
of the UN Secretary-General’s Global Digital 
Compact and Summit of the Future are also 
more inclusive.

This turn toward greater inclusivity and 
participation must be seen as a positive 
development, but it also places larger burdens 
on smaller states and foreign ministries with 
less capacity to engage fully across a busy 
international agenda. Although this was 
already true in cyber diplomacy, it has become 
even more true in the last three years of AI 
diplomatic developments. Besides creating 
increased demands on the cohort of existing 
cyber and emerging technology diplomats, 
it makes it crucial to increase the resources, 
workforce, and external support available to 
foreign ministries to increase their engagement 
with the growing global agenda of AI and cyber 
diplomacy.

THE GROWING GLOBAL AGENDA ON AI
The field of global AI diplomacy has become 
increasingly crowded. According to one recent 
study, “more than 50 active international 
AI governance initiatives, related to nearly 
as many forums, bodies, or actors driving 
them. Most of these are anchored within the 
established international cooperation system, 
with nearly a quarter originating within the 
UN system itself.”111 While states will not 
participate in all forums or participate to 
the same extent in every forum, there is a 

proliferation of initiatives and processes that 
states should monitor and, where necessary, 
engage to ensure their national viewpoint and 
interests are reflected in global deliberations.

At the national level, there are dozens of 
pieces of AI-related legislation worldwide, but 
the most prominent example of a significantly 
strong effort to legislate standards for AI is the 
development of the European Union’s (E.U.) 
AI Act.112 But legislation is not everything. As 
this paper has argued, given the transnational 
nature of challenges related to AI and 
cybersecurity, states must cultivate effective 
relationships with relevant stakeholders, both 
state and non-state actors. This international 
relationship management should be seen as 
an important complement to domestic efforts. 
For example, in addition to developing its 
AI Act, the E.U. also collaborates with allies, 
both bilaterally through initiatives such as 
the E.U.-U.S. Trade and Technology Council 
and the E.U.-Japan Digital Partnership, as well 
as multilaterally through the G7 and other 
processes. As one observer of E.U. efforts 
noted recently, this is an “already-crowded 
regime complex of international organizations, 
standards, principles, and codes of conduct.”113 
For example, the G7 has developed, under its 
Hiroshima AI process, International Guiding 
Principles for developing advanced AI systems. 
Moreover, the Biden administration is also 
pursuing an increasingly active and assertive 
agenda (see below) through executive orders 
and international engagements (such as Vice 
President Kamala Harris’s U.K. visit in November 
2023), to shape the global landscape of AI 
safety, security, and trustworthiness.114

A range of models have been proposed for 
regulating artificial intelligence. Maas and 
Villalobos have categorized these models as 
focusing on scientific consensus-building, 
political consensus-building and norm-setting, 
coordinating policy and regulation, enforcing 
standards and restrictions, stabilization 
and emergency response, joint international 
research, and distributing access and 
benefits.115 These models are not mutually 
exclusive. In recent years, language that 
invoked several models was seen in a series of 
summit communiques.

At the global multilateral level, the UN Secretary-
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Advisory Body on Artificial Intelligence.116 

This effort is aligned with the UN’s wider, 
multistakeholder initiative to negotiate a Global 
Digital Compact, culminating in the 2024 Summit 
for the Future. The compact aims to “outline 
shared principles for an open, free and secure 
digital future for all”—including efforts to counter 
discrimination and disinformation, as well as 
to uphold human rights and expand access to 
the internet.117 The compact is also focused on 
exploring the “regulation of artificial intelligence 
to ensure that this is aligned with shared global 
values.”118 The UN University’s Centre for Policy 
Research has explored the scope of the UN’s use 
of its “convening power and moral authority” to 
shape the global policy and regulatory debates 
about frontier AI. Given the UN’s lack of technical 
expertise, it perceives its role as focusing on 
improving the global diversity of representation 
and participation in these debates, as well as 
the global equity of “benefit-sharing” and the 
building of a strong normative consensus as a 
prelude to the longer term development of “an 
effective international regime complex for AI.”119

Regardless of the model being pursued, there 
is a need to look beneath surface similarities to 
identify points of consequential difference. For 
example, in 2019, the OECD agreed to five high-
level principles for “responsible stewardship of 
trustworthy AI” that respect human rights and 
democratic values. The principles are inclusive 
growth, sustainable development and well-
being, human-centered values and fairness, 
transparency and explainability, robustness, 
security and safety, and accountability.120 The 
OECD principles formed the basis for a similar 
declaration in June 2019 by the G20 regarding 
non-binding principles for a human-centered 
approach to AI. The OECD also created an AI 
Policy Observatory to provide a shared baseline 
of information to support states in making AI 
policies. Since 2020, the OECD has provided 
secretariat support for the Global Partnership on 
AI (GPAI), which promotes research and global 
knowledge sharing and has 29 member states.

This multilateral approach to fostering common 
understanding and developing shared principles 
has continued to the present day. Since an April 
2023 summit meeting in Japan, the G7 initiated 
the Hiroshima AI Process of inclusive dialogue 
to explore common ground on governance 
to improve AI safety and trust. A subsequent 

G7 leaders’ statement of October 30, 2023, 
encapsulates this emerging international 
agreement on broad, high-level principles of 
AI safety and trustworthiness and the need to 
balance the pursuit of AI opportunities (in the 
process of “closing digital divides and achieving 
digital inclusion”) with mitigation of the risks of 
doing so.121 The G7 Hiroshima AI Process has 
produced a Comprehensive Policy Framework 
with four pillars: “analysis of priority risks, 
challenges and opportunities of generative AI 
… [an] International Guiding Principles for all AI 
actors in the AI ecosystem … [an] International 
Code of Conduct for Organizations Developing 
Advanced AI Systems, [and] project based 
cooperation in support of the development of 
responsible AI tools and best practices.”122 Both 
the Hiroshima Process and the OECD-supported 
GPAI are soft, non-binding initiatives aimed 
at improving understanding and exploring the 
potential for common ground between states on 
the broad set of issues relating to AI development, 
use, and governance.

Other recent noteworthy multilateral 
developments are the Council of Europe’s draft 
Convention on Artificial Intelligence, Human 
Rights, Democracy and the Rule of Law,123 the 
G20’s New Delhi Leaders’ Declaration,124 a new 
BRICS AI Study Group to establish governance 
frameworks and facilitate both information 
exchange and technical cooperation,125 and 
a recently announced Global AI Governance 
Initiative through China’s Belt and Road Forum, 
through which China aims to export its vision 
for AI governance and safety testing, as well as 
advocate for an international institution to govern 
AI.126 This proliferation of multilateral events, 
frameworks, and initiatives highlights not only 
the increasing pace of international activity on AI 
governance, the high-level framing of common 
principles regarding a human-centered, rights-
respecting, and responsible approach to AI, 
but also substantive geopolitical disagreement 
about the best governance and safety testing 
models to pursue.

Notwithstanding efforts such as those of the 
OECD to support international consensus and an 
open, inclusive, and multistakeholder approach 
to AI legislation, how countries interpret the 
existing high-level principles about responsible 
stewardship of AI differ significantly. This is 
not just a case of two camps divided, such as 
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a disagreement between the like-minded states 
and China. There is also disagreement between 
close allies. For example, the E.U. and the United 
States agree on the broad principles of AI risk 
management and the need to enhance the safety, 
security, and trustworthiness of AI systems. This 
agreement on the principle of risk management 
is, however, subject to diverging methods 
of implementation. For example, the United 
States broadly favors an approach focusing on 
executive orders,127 voluntary agreements, and 
frameworks, whereas the E.U. has pursued a 
more legislative method to managing AI risks.128

THE BIDEN ADMINISTRATION AND AI
In late October 2023, the Biden administration 
released an executive order (EO) on the 
safety, security, and trustworthiness of the 
development and use of AI systems.129 This order 
was far-reaching and broad, encompassing 
national security, privacy protection, countering 
AI threats to employment, and AI’s potential to 
exacerbate discrimination. It invoked the Defense 
Production Act to require “that developers of 
the most powerful AI systems share their safety 
test results and other critical information with 
the U.S. government.”130 The National Institute 
of Standards and Technology is required to 
develop the standards for such testing, and the 
Departments of Homeland Security (DHS) and 
Energy are charged with addressing AI systems’ 
risks to critical infrastructure, with DHS also 
convening an AI Safety and Security Board. 
The EO also addresses AI risks in biosecurity, 
cybersecurity, and disinformation. In addition 
to its protective aspects, the order also aims to 
“promote innovation and competition, advance 
U.S. leadership in AI technologies, and ensure the 
responsible and effective government use of the 
technology.”131 Under the heading of “Advancing 
American Leadership Abroad,” the order also 
recognizes the need to work with partners 
outside of the United States, in “bilateral, 
multilateral, and multistakeholder engagements 
to collaborate on AI.”132

The recent EO was not the Biden administration’s 
first AI-related initiative. The administration 
had, for example, previously secured voluntary 
commitments from leading U.S.-based AI 
companies and started to build international 
agreement on the principles underpinning 
responsible military uses of AI.133 These are all 
examples of executive-led initiatives. The EO’s 

initial reception noted the administration’s use 
of executive initiatives to drive policy in the 
absence of congressional actions.134 Reporting 
highlighted the administration’s ongoing effort to 
work closely with industry135 and the likelihood 
that legislation would ultimately follow.136 Pro-
enterprise and pro-innovation commentaries 
criticized the EO as a “red tape wishlist” and a 
panicked, misguided effort to move faster than 
Congress and use executive power to constrain 
AI research, likely stifling corporate innovation 
and competition.137 This critical strand of 
commentary reflected the administration’s 
difficulty in balancing competing priorities—
pursuing the opportunities of AI while managing 
its risks—in the context of uncertainty.

While the AI regulation field is crowded with 
overlapping and competing initiatives, there 
is a shared sense of purpose: “Most of these 
guidelines say more or less the same thing—that 
all must balance the potential risk of AI systems 
against the risk of losing the economic and social 
benefits the new technology can bring.”138 The 
difficulty of pursuing a legislative route to further 
regulate AI is regarded as another reason for the 
series of EOs issued by the Biden administration. 
The October 2023 EO on safe, secure, and 
trustworthy AI, for example, “follows an earlier 
EO from August 2023 that limited U.S. investment 
in AI with potential military and intelligence uses 
in China.”139

Notwithstanding the shared sense of purpose 
animating many of the AI-related initiatives 
from the United States, the E.U. and other like-
minded states, these initiatives sometimes 
reflect different nuances of approach (e.g., in 
the case of the United States and E.U.) and also 
sometimes reveal the adverse impact of haste on 
allied coordination, particularly when states are 
competing to promote their respective national 
interests in the AI field. This last tendency was 
arguably on display during the Bletchley Park AI 
Safety Summit in November 2023.

THE BLETCHLEY PARK AI SAFETY SUMMIT
In March 2023, more than 1,000 scientists and 
entrepreneurs signed an open letter calling for 
a pause in research into the most advanced 
(frontier) generative AI systems, motivated by 
fear about the potential risks of such research 
in the absence of better understanding and 
regulatory guardrails.140 Shortly after the letter’s
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publication, Prime Minister Sunak announced the 
U.K. would host a summit meeting on AI safety, 
focusing on the existential risks of frontier AI.141

The U.K. summit took place in early November 
2023, hosted at the historic intelligence 
and computing venue of Bletchley Park, 
to discuss the safety of frontier AI and its 
potential impact on international security.142 It 
convened 28 countries, the E.U., and a range of 
nongovernmental attendees drawn mostly from 
large technology companies.143 Two proposed 
outcomes ahead of the summit were a global 
AI safety institute to research further frontier AI 
safety and a voluntary global registry of frontier 
AI models, to enable red team testing. The 
summit did not wholly secure either of these 
objectives, reflecting the difficulty of achieving 
agreement between a relatively small grouping of 
states, particularly when the summit organizer—
the U.K.—appeared out of step with the U.S. 
government on desirable outcomes.144

During preparations for the summit, there was 
skepticism about what it could realistically hope 
to achieve.145 It had been criticized for its rushed 
design and delivery and its unclear contribution 
to an already crowded landscape of multilateral 
AI forums.146 The exclusivity of its attendance list, 
especially a perceived failure to be sufficiently 
inclusive to civil society, was also critiqued.147 
Furthermore, some described its focus on frontier 
AI as rendering it a “doom” summit148 that was 
also destined to mediocrity by the lack of global 
consensus for significant regulatory proposals—
and indeed a lack of consensus on the precise 
meaning of “frontier AI.”149

Some described the summit as motivated by 
the U.K. government’s domestic political plight, 
symptomatic of “government by photo op.”150 
Similarly, the U.K.-hosted summit appeared to 
expose differences in approach between the U.K. 
and the United States on AI.151 This was evident, 
for example, in the themes addressed in Harris’s 
speech on the margins of the summit, in which 
she announced a new U.S. AI safety institute and 
highlighted near-term  AI risks not considered 
the perceived focus of the U.K.-hosted summit.152 
Between the lines, the overall impression was that, 
understandably enough, the U.S. government had 
resisted U.K. efforts and asserted itself to ensure 
it played the leading role in developing testing 
standards and compelling corporate developers 

to release test results for the most sensitive new 
systems.153

The sequencing of the Biden administration’s 
new executive order, announced at the beginning 
of the week, and Harris’s speech,154 delivered 
on the first day of the U.K. conference—but 
pointedly separate from its proceedings—added 
to the impression that the U.S. administration was 
not exactly thrilled by the U.K.’s concept for the 
summit and its intended impact. In her speech, 
Harris covered the topics encompassed by the 
EO, emphasizing the need for action to address 
current problems, arguably more urgent than the 
long-term “existential” threats that appeared to 
have been the intended subject of the U.K.-hosted 
summit. Without overstating the significance of 
this apparent misalignment between the U.K. and 
U.S. governments, it underscores the difficulty of 
achieving wide international agreement when 
countries compete to position themselves to 
achieve national advantage. Arguably, the U.S.-
U.K. misalignment perceived by some during the 
Bletchley summit highlighted the rapid pace and 
stark publicity of still on-going developments: 
a subsequent agreement, announced in April 
2024, outlined the principles for the U.K. and U.S. 
AI safety institutes to collaborate.155

Given the current geopolitical tensions, it was 
widely seen as a positive outcome of the U.K.-
hosted summit that China, the E.U., and the U.S. 
government signed the summit communique, the 
Bletchley Park Declaration. One report described 
the presence of U.S. and China officials on the 
same stage as “a major diplomatic coup for the 
U.K. government.”156 One of the reasons for this 
“coup” was likely that the brief communique 
was extremely bland and unobjectionable, “a 
statement of mission and purpose … [that] did 
not contain specifics on how global cooperation 
could take shape.”157 Notwithstanding the 
apparent gap between description and 
reality—and uncertainty about the clarity of 
communications regarding the extent of China’s 
involvement in the summit,158 events like the 
U.K.-hosted summit can have value as a wider 
contribution to the slow, patient effort to build 
common understanding between states. 

GEOPOLOTICS AND AI DIPLOMACY
 It should be emphasized from the above brief 
survey that the United States, the U.K., and the 
E.U. and its member states have notably led 
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these early efforts in global discussions about 
AI safety and governance. However, the broader 
“Global Majority” has started to complement 
these initiatives through the G20 and BRICS, 
for example.159 These wider initiatives highlight 
concerns for the inclusive development 
and governance of AI, as do the multilateral 
processes under the UN umbrella. It is in this 
context, therefore, of competition to deliver 
globally inclusive outcomes—and achieve 
geopolitical influence—that we should interpret 
the commitments regarding AI for development, 
aligned to the Bletchley Park AI Safety Summit. 
The U.K. government pledged US$48 million to 
a US$100 million collaborative fund to assist the 
expansion of safe and responsible AI projects 
in the developing world, beginning in Africa.160 
These commitments played directly into the 
competitive geopolitics that form the context of 
global dialogue about AI safety and governance.

This proliferation of different AI-related forums 
and initiatives in recent years creates an 
additional burden on already-stretched foreign 
ministries. Not only must foreign ministries keep 
abreast of the specific processes and outcomes 
of these AI-related initiatives, but they must 
also identify the points of overlap between the 
proliferation of AI-related initiatives and the 
range of cyber-specific diplomatic activities—
most notably the UN processes aimed at 
building norms of responsible state behavior in 
cyberspace and countering cybercrime. Given 
the potential impact of AI on cyberspace, foreign 
ministries need to ensure they can address 
the overlap in AI and cyber diplomacy. This is 
especially important when both AI and cyber 
diplomacy are conducted in the context of 
geopolitical competition. 

HOW SHOULD FOREIGN MINISTRIES RESPOND 
TO THESE CHALLENGES?
The major challenge for foreign ministries is to 
organize themselves to participate effectively in 
this burgeoning global agenda of AI and cyber 
diplomacy. Effective participation will mean 
different things in varying national contexts. All 
states should consider how to achieve practical 
payoffs in the competition for strategic advantage. 
Foreign ministries have important roles, but so 
do several other departments, nongovernmental 
actors, and foreign partners. Achieving strategic 
advantage will require active coordination and 
relationship management within and beyond 

the national government and persistent, patient 
effort to achieve clear, realistic objectives.161 It 
also requires consideration of where AI and cyber 
power should be situated in the list of national 
(and other states’) foreign policy priorities. This is 
something a foreign ministry is uniquely placed to 
address in a coordinated, whole-of-government 
approach.

Close collaboration with allies and partners will 
be key, as are adversary-focused activities. 
These include managing and mitigating the 
risks of interdependence, good awareness and 
insight into what adversaries are doing, and 
planning on how best to counter them. There 
are many potential instruments to use, such as 
the U.S. Creating Helpful Incentives to Produce 
Semiconductors (CHIPS) and Science Act162 or 
President Joseph R. Biden’s Executive Order to 
restrict China’s access to sensitive technology,163 
but they will require effective orchestration, 
within national governments and between states 
and their allies and partners.

As the Belfer Center has noted, “The asymmetric 
nature of cyber capabilities means smaller 
countries can punch above their weight, exerting 
more influence using cyber means than with 
traditional tools.”164 This is somewhat true, but 
rational smaller actors should think twice about 
punching too far above their weight too often, in 
case they invite retaliation from stronger, more 
capable actors. And however asymmetric the 
domain, the most sophisticated operations remain 
beyond the capability of weaker cyber powers.165 
The advent of AI-augmented cyber capabilities 
will, theoretically, increase the potential for 
smaller actors to achieve bigger effects than 
traditionally expected, up to a point.166 The 
underlying logic of prudence that states should 
not provoke retaliation they cannot handle 
will not change. Forecasts, therefore, should 
consider not only the challenge posed by hostile 
state actors but also the possible AI-augmented 
challenges posed by non-state actors, for whom 
states are likely to need different instruments of 
deterrence and compulsion.

Building national AI and cyber power requires a 
thriving ecosystem of knowledge and innovation. 
This will mean different things in varying national 
contexts. But, in terms of foreign policy relevance, 
this will mean strategic investment in education 
and skills. It will also mean trying to cultivate the
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country’s attractiveness as a magnet for globally 
mobile talent. Contemporary national cyber 
strategies increasingly include this. For example, 
recent U.K. strategies for cyber and AI recognize 
the need for the state to play an interventionist 
role in creating conditions for the nation to 
thrive in global competition (in producing and 
attracting talent and exploiting the commercial 
value of research).167 But it is clear that, at 
present, the United States is leading the world in 
AI and cyber, and the Biden administration wants 
to extend that lead to include the emerging U.S. 
approach to AI regulation. This reality confronts 
other states that are trying to identify how best 
to find a niche for themselves to exploit the 
benefits and reduce the risks of AI.168

As science and technology success depends on 
a skilled workforce, national foreign ministries 
have an important role in amplifying the appeal 
of their national image internationally. Continued 
success would also depend on the domestic 
policies that would draw people to live and work 
in a given state. The efforts of one government 
to attract globally mobile talent do not exist in a 
vacuum, as other states would also seek limited 
global AI talent.169 The outlook for any state 
depends to a large extent on whether it can 
increase the international appeal of its science 
and technology institutions.

Talent pipelines and a thriving ecosystem should 
co-exist with a rigorous focus on producing a 
detailed understanding of strategic competitors’ 
relevant AI and cyber power activities. The 
specific question for foreign ministries is whether 
their existing open-source monitoring and 
research/analytical capacities would merit uplift 
and reconfiguration to contribute systematically 
to such a task and complement wider national 
government and allied efforts. Foreign Ministries 
must be nimble when internal capacity is limited 
and adept at accessing resources and expertise 
outside of government.

The geopolitics of strategic competition over 
emerging technologies, such as AI, is driving 
a shift, particularly in the United States but 
also elsewhere, toward risk management and 
reducing dependence on competitors and 
adversaries, chiefly China.170 Concerns arise 
from the national security implications of foreign 
investment, from dependencies on supply 
chains, and from restricting access of strategic 

competitors to advanced technology and 
opportunities for research collaboration. This 
shift is particularly evident in the United States. 
For example, Microsoft President Brad Smith and 
co-author Carol Ann Browne recently counseled 
restraint, highlighting Microsoft’s experience of 
the benefits of a global approach to technology 
development.171

It is difficult to forecast the implications of 
this shift on future advances in AI. It certainly 
appears that several Western, like-minded 
states are reevaluating the extent of science and 
technology collaboration with Chinese scientists 
and institutions.172 Determining the net effect of 
decoupling from China on research is difficult. 
Isolating China may slow down its advances, 
but it has already generated reported retaliatory 
measures173 and could conceivably create a 
context in which further innovation emerges 
from adversity.174 Conversely, by reappraising 
bilateral research collaboration with China, 
states could find that this policy exerts a 
negative impact not only on China but also on 
its domestic research outcomes. While some 
collaborations might be too sensitive to pursue, 
policymakers should not lose sight of the bigger 
picture, namely that there are benefits as well as 
costs to such collaborations, and a careful risk 
management approach would be needed. And for 
those states that currently pursue a pragmatic 
policy of engaging with China and like-minded 
states, there is a constant need to reflect on 
their room to maneuver and the implications of 
their situation in the context of such geopolitical 
competition. Foreign ministries are likely crucial 
institutional contributors to that process. 

CONCLUSION

A debate about AI policies and regulatory 
frameworks is now firmly on the global agenda. 
It is imperative that foreign ministries identify the 
consequential overlap between the proliferation 
of AI-related diplomatic processes and the 
parallel track of global cyber diplomacy. At 
times, this paper has presented the U.K. as an 
example of a government striving to accelerate 
its engagement with AI issues, most recently in 
hosting the AI Safety Summit in November 2023, 
but also in domestic debates about the extent 
of its ambition to improve national computing 
resources.175 The U.K. example is presented 
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critically with due regard for its limits as a case 
for emulation.

In some ways, the U.K. government’s recent foray 
into global thought leadership on AI highlights 
the limits of what one state can realistically 
achieve. One way of interpreting the outcomes 
of the Bletchley Park summit, for example, 
is that there is more to gain from working 
within the already established, inclusive, and 
multistakeholder processes under the auspices 
of the UN and other multilateral organizations. 
Reducing duplication of effort is also more likely 
to conserve executive bandwidth and limited 
foreign ministry resources. With fewer resources 
to allocate to their foreign ministries, smaller 
states should advocate for the most efficient, 
streamlined, and globally inclusive approach to 
AI and cyber diplomacy.

Policy debates about AI’s impact are broad and 
multifaceted. This paper has contributed to that 
wider debate by focusing on the implications of 
AI’s impact on cyber power, particularly from the 
perspective of foreign ministries as institutional 
actors in the national strategy. With the rising 
salience of cyber diplomacy in recent years, this 
should be a prominent theme in contemporary 
arguments about the geopolitical impact of AI 
and the balance of power in cyberspace.

The paper addressed the connections between 
four crucial questions in the contemporary 
debate. First, it argues that AI and cyber 
power are interdependent. No one wants to 
be left behind in the race to secure a strategic 
advantage in AI or cyberspace.176 Second, 
cautioning about the difficulty of producing a 
net assessment of AI’s impact on the offense-
defense balance in cyberspace, the paper argues 
that AI will be increasingly integrated into both 
cyber defensive and offensive operations.177 
Third, the paper argues that advances in AI are 
more likely to entrench than overturn existing 
asymmetries of cyber power between states. 
Temporary advantages are likely obtainable, 
and the dynamics of competition may increase 
the temptation for some states to adopt a 
greater appetite for risk when using AI-enabled 
capabilities. This has potential implications for 
stability and the risk of (unintended) escalation.

Finally, a major argument of this paper is that 
foreign ministries should continue to adapt 

to address the diplomatic and foreign policy 
challenges implicit in the interdependence of AI 
and cyber power. The challenges for AI-related 
cyber diplomacy largely mirror those of non-
AI-related cyber diplomacy, from the continued 
fostering of norms of responsible behavior to the 
collaborative improvement of a broader capacity 
of efforts deterring irresponsible conduct. This is 
a crowded agenda. For example, the U.K. hosted 
the Bletchley Park AI Safety Summit, which was 
one of several global initiatives addressing the 
impact of AI.178 Moving forward, states should 
pursue cooperation more effectively, avoiding 
unnecessary duplication of effort and mixed 
or contradictory messages. Foreign ministries 
should ensure that the proliferation of AI-related 
initiatives does not undermine the coherence 
between the separate but interdependent 
agendas of AI diplomacy and cyber diplomacy. 
Foreign ministries should organize themselves to 
effectively contribute to this effort. The following 
section presents recommendations for foreign 
ministries to address the implications of AI’s 
impact on cyber power.179

POLICY RECOMMENDATIONS
Four policy recommendations flow from the 
analysis presented in this paper. First, as Foreign 
Ministries lead in managing the foreign policy 
implications of AI’s impact on cyber power, 
they should ensure they are internally well-
configured to play this role. This means breaking 
down silos between policy teams– as well as 
those that might exist between policy teams 
and other relevant functions, such as research 
and analysis. Growing investment in institutional 
capacity to develop AI/cyber policy should be 
complemented by a proportionate increase in 
supporting capacities, whether through direct 
recruitment or accessing external expertise. 
When resource and workforce constraints 
make this infeasible, foreign ministries should 
find ways to access external knowledge or 
capacity-building sources, for example, through 
engagement with relevant regional organizations.

Second, as foreign ministries are not the only 
institutional actors with a stake in the foreign 
policy implications of AI’s impact on cyber 
power, they should ensure the national strategy 
allows all relevant stakeholders to participate in 
a coherent process. This is arguably easier for 
smaller states to achieve. The larger the cast 
of institutional actors, the greater the need for 
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active leadership from the government center. 
However, small foreign ministries might also 
struggle to devote the necessary resources 
to what is essentially domestic relationship 
management.

Third, as effective diplomacy and foreign policy 
require a sound understanding of the context 
in which they are implemented, states should 
invest in a systematic process to monitor the 
cyber applications of AI, particularly by adversary 
states. By better understanding where the 
most relevant threats lie, states can prioritize 
effectively in crafting their responses. This paper 
does not prescribe one blueprint over others. 
Depending on the national or regional context, 
a joint unit, assessment center, or another 
format might work best. However, regardless 
of the bureaucratic form adopted, it is unlikely 
to succeed without sufficient prioritization and 
coordinated effort. Building on existing regional 
organizations with a track record of cyber 
diplomacy and capacity building—such as the 
OAS—would provide a sensible route to pooling 
effort, sharing the burden, and maximizing 
outcomes for all states.

Fourth, no individual state can address these 
issues alone. Solutions must be global, but 
many of the most plausible incremental gains 
in international cooperation are more likely to 
proceed at a lower level, away from the limelight 
and glitzy summit meetings. As noted in this 
paper, the United States, the U.K., and other 
states have already been developing strategic 
blueprints for integrating AI into national cyber 
diplomacy. It is increasingly necessary for all 
states to mainstream these considerations in the 
different strands of cyber diplomacy, including 
the global debate about norms and the capacity-
building agenda. When capacity constraints make 
this difficult for some states, there is a clear role 
for cyber and AI capacity-building investments 
to enable more equitable and representative 
participation in global deliberations.

This paper has focused on the practice of 
state actors. The benefits of AI-enabled cyber 
capabilities are indeed available to state and 
non-state actors. For the latter, AI may lower 
the bar of what can be achieved with limited 
resources and expertise. Nonetheless, high-end 
cyber operations will remain the preserve of elite 
state actors. Responding to this competition 

to secure strategic advantage is a whole-
of-society effort, with a clear imperative for 
governments to coordinate with both state and 
non-state actors.180 It will also require strategic 
patience, as demonstrated by China’s long-term 
state intervention to boost higher education 
in the Science, Technology, Engineering, and 
Mathematics disciplines and its apparent impact 
on the quantity and quality of China’s AI and 
cyber-related research.181 This patient approach 
to long-term investment in education and skills 
should apply beyond the hard sciences; effective 
regulation and responsible use of AI-enabled 
capabilities will require better understanding 
and multidisciplinary perspectives from the 
humanities and social sciences, for example. 
All this underlines that states must integrate 
domestic and foreign policy effectively in 
pursuing national strategies regarding AI and 
cyber power.

The most plausible near-future implications of AI 
for cyber power involve evolutionary changes in 
the potential scale and speed of cyber attacks 
and their identification and remediation. State 
and non-state actors will actively exploit these 
stages, provoking efforts to overturn or offset 
perceived advantages. Some states will advance 
faster than others. If these advances are not 
addressed swiftly, they will incrementally alter 
the balance of cyber power. Early adopters 
of AI advances can exploit these advantages, 
strengthening their position until adversaries 
catch up or counterbalance that advantage.182 As 
such, it is best to view the competition for AI and 
cyber power advantage not as a one-off, “winner 
takes all” tournament but as an ongoing process 
with no foreseeable endpoint. Foreign ministries 
should plan for the long haul.
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